Homework 3 Math 467/667

Exercise 3.1 Find the order of the following quadrature formulae:

1
a / f(r)dr = fO0)+ 2f(3)+ : (1) (the Simpson rule):
0

Solution: By definition the order of the formula is p where the quadrature
matches the integral exactly whenever f is an arbitrary polynomial of degree
p — 1. Therefore we consider the monomials f(¢) = t" and look for the
smallest positive n such that the quadrature formula does not match.

Case n = 0. Then f(¢) =1 and

/Olf(T)defolldel

along with the fact that
sfO+3 @) +5fM)=5+3+5=5=1

implies that the order is at least 1.

Case n = 1. Then f(t) =t and

/Olf(T)dT:/Olth: !

along with the fact that

|

implies that the order is at least 2.

Case n = 2. Then f(t) = t? and

1 1
/ f(T)de/ t*dr = 1
0 0
along with the fact that
L)+ 3H() B =30 S b1t
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implies that the order is at least 3.
Case n = 3. Then f(t) = t> and

/01 f(r)dr = /Oltng =3

|

along with the fact that
O+ T =0 b= =

implies that the order is at least 4.
Case n = 4. Then f(t) = t* and

/01 f(r)dr = /01t4d7': L

SO+ 3B+ =400 b1 = A

(S}

along with the fact that

implies that the order is exactly 4.

c /01 f(r)dr =

Solution: Check f(t) = t™ for increasing values of n as before.

Case n =0. Then f(t) =1 and

/Olf(f)dfzfolmle

F(3) = 3/G) +3/3):

wino

along with the fact that

implies that the order is at least 1.
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Case n = 1. Then f(t) =t and

/Olf(T)dT:/Olth:%

along with the fact that

implies that the order is at least 2.

Case n = 2. Then f(t) = t* and

/01 f(r)dr = /01 t*dr =

2 1 1 1 2 3y _ 2 1 1 1 2 32 _ 16 _ 1
/() -sf@Q)+3f(1) =5 -5 =2t 2=u=3
implies that the order is at least 3.

Case n = 3. Then f(t) = t*> and

Wl

along with the fact that

1 1
/f(T)dT:/ t*dr = 1
0 0
along with the fact that
2001y _ lp(lyy 2p3y_ 2. 1 _ 1. 1 , 2 3% _ 48 _ 1
M) —5f@)+3f(I) =3 53 m+35 F=1m=1

implies that the order is at least 4.
Case n = 4. Then f(t) = t* and

1 1
| soar = [ ar =4
0 0
along with the fact that

2 £(1 1 g0l 2£03y_2. 1 1.1 .2 3 _ 37 41
sf(@)—3f@)+3f(H) =3 w3 m+5 m=1m7s
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implies that the order is exactly 4.

a | (e Tdr = 3A(1) — BQ) + £3) — L1(4).
0

Solution: Check f(t) =t" for increasing values of n as before.

Case n = 0. Then f(t) =1 and

/ f(re Tdr = / e Tdr = — 7| =1
0 0 0

along with the fact that

) =3f@Q)+fB) —gf@)=5-3+1-g=5=1
implies that the order is at least 1.

Case n = 1. Then f(t) =t and

/ f(T)e_TdT:/ Te Tdr = —/ Tde T
0 0 0

+/ e Tdr=0+1=1
0

= —T1e T

0

along with the fact that
2F)-3f2)+fB3)—2fW)=3-1-2.241.3-L.4=3=1

implies that the order is at least 2.

Case n = 2. Then f(t) = t* and

/ f(T)e_TdT:/ T2€_Td7':—/ 2de” 7
0 0 0

00 o
2o —l—/ 2re Tdr=0+2=2
0

= —T%

0

along with the fact that

wlot

) =3f2)+fB)—2f4)=2-12-2.2241.32 - 1.42 =2
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implies that the order is at least 3.
Case n = 3. Then f(t) = t> and

/ f(T)e_TdT:/ T3e_TdT:—/ 3de"
0 0 0

3 0. @)
= -7 "

—I—/ 3r2¢ Tdr=0+6=6
0 0

along with the fact that

wlot

fA) = 3f2)+ f3) - 5f(4) =

wlot

1P -3.2341.38-2.43=6

implies that the order is at least 4.
Case n = 4. Then f(t) = t* and

/ f(T)€_TdT:/ T4€_TdT:—/ Thde™"
0 0 0

=7t 7| + / 43¢ Tdr =0 +24 =24
0 0

along with the fact that

U -3 +fE) —gfW =5 1" -3 21+ 13" —5- 4 =16#2

implies that the order is exactly 4.
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Exercise 3.4 Restricting your attention to scalar autonomous equations
y' = f(y), prove that the ERK method with tableau

0

1|1

2 | 2

1 1

2|0 3

11001
1 1 1 1
6 3 3 6

is of order 4.

Solution: First write this scheme algebraically as

ks = f(yn + hk?3)
Ynt1 = Yn + h(Gk1 + 5ka + 3k + Gka)

Define 3 (t,) to be the result when the exact solution y(t,) is substituted
into k;. Thus

Ai(t) = f(y(t))

Ba(t) = f(y(t) + 5hB1(1))
B3(t) = f(y(t) + 5hBa(1))
Ba(t) = f(y(t) + hps(t))

It follows that the truncation error is

To show the method is order 4 we need to show 1, = O(h®). We now
expand all terms up to the required order about ¢t = t¢,,.

For simplicity, following the notation in the book, we write f, f,, fyy
and fy,, with no arguments to denote f(y(ty)), fy(y(tn)), fyy(y(tn)) and
Jyyy(y(tn)) respectively. Similarly write y and 3; for y(t,) and S;(t,,).

6
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First note that

y'(t) = f
y"(t) = fyf
ym(t) = fyyf2 + f;f
Yy @) = fyyu f? + 2fy fy 2+ 2y fy P+ fof

- fyyyf3 + 4fyyfyf2 + f;’f
Consequently

Y(tnr1) = y(ta) + hy' (tn) + 50" (1) + By (ta) + Ly @ (L) + O(R%)
=y hf D b f fR B p2
B Fy £+ B fu £2 + B 3 4 O(hD),
Furthermore,
B1=f

and

B2 = f(y+ 3h5)
= [+ 5hBufy + 5028 fyy + 55 h®BY fyyy + O(RY).
and similarly
Bz = f(y+ 3hbB2)
= [+ 3hBafy + 55h?B3 fyy + 5a51h’ B3 fyyy + O(RY).
Substituting £ into 8y and (2 into (3 yields
Bo=f+ shfyf + 55h? fyy f? + 5o h® fyyu f2 + O(RY).

and

Bs=[f+ %h{f + %hfyf + 2i3h2fyyf2}fy
+ WS+ 3h oY Ly St P+ OG).
Collecting terms then yields
B3 = f+ shfyf+ s {fof + 5 fuf?}
+ 55 h {5 Ly fu 2+ FuuFuf? + 5 Fyuu £2} + O(RY)
= [ shfyf + {5+ 5 f 7}
+ w5y fuf? + 5y 7} + O(R)

7



Math 467/667

Homework 3

Finally
Ba = f(y+ hps)
= [+ hBsfy + 5h?B3 fyy + 5ih*B3 fyyy + O(R?)

= f + h{f + %hfyf + z%h2(f73f + %fyyfz)}fy
2
+ sh*{f + Shfyf} fyy + 3032 fyyy + O(R*)
Again collecting terms yields

54 = f + hfyf + %hz{fgf + fyyf2}
+ oD f + 5 fuufuf? + 2fy fuf? + 52 fyyy } + O(R7)

It follows that
Un =Y+ hf + 8 f 0 £+ B f2f
+ %fyyyf3 + g_?fyyfny + Z—?fé”f —Y
—hif—=h3{f + 3hfyf + P2y 7 +
= hg{f + hfyf + =P {5 f + 5fuf?}
+ o5 h® (3 fuy fu f? + 51 fyun ) }
—hg{f +hfyf + 3R {5 + fyuf?}
+ Q%hg(fgf + g-f’yyfyfz + %fg)fyyy)}

waih Sy [}

+ O(h)

We now verify that all terms cancel.

h4fyyfyf2 6 16 48
M3~ 3} =0

Therefore 1, = O(h®) and the method has been shown to be order 4
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Exercise 3.7 Write the theta method

Yn+1 = Yn + h[ef(tna yn) + (1 - e)f(tn—l—la yn+1)]

as a Runge-Kutta method.

Solution: Consider the tableau

0
116 1-6

10 1-0

and write the corresponding for the approximation z, where z, ~ y(t,) as

51 — Zn
Zn1 = 2+ h[0f(tn, 61) + (1= 0) f(tn + N, &2)].

To see this is the same as the theta method note that
Zn1 = 2+ R[0f (tn, 61) + (1= 0) f(tn + h,&2)] = &
Consequently ¢,, + h = t,,+1 implies
Znt1 = 2n + R[0f (b, 20) + (1 — 0) f(tnt1, 2n41)]

which is identical to the theta method.
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Exercise 3.8 Derive the three-stage Runge-Kutta method that corre-

sponds to the collocation points ¢; = %, Cco = % and cy = %. Then determine
its order.

Solution: Use Lemma 3.5 from the text to find the tableau from
aji:/ K@(T)dT for j,i=1,2,...,V
0

and .
bj:/ EI(T)dT for jZl,Q,...,V
0

where /;(t) are the Lagrange basis functions given by

t—c;
0i(t) = L
ECi_Cj
Compute
t— -2 2 - 244 3
(1(t) = (1 TRl 43) = 8 —8t* — 10t + 3,
(1—-3)(3 %) 8
t—He-3 t2—t+ 2
2 4/\2 4 16
t—He-=~1) 2 -3t41
l3(t) = (§_i)(§ _21> = T =8t — 6t + 1.
4 4/\4 2 8
Consequently,
61:/ El(T)dT:/ (8t =10t +3)dr = - —5+3 = =,
0 0 3 3
! ! 0 ~16 1
522/ eQ(T)dT:/ (1662 1 16t — 3)dr = —0 18— 3= >
0 0 3 3
! ! 8 2
bgz/ Eg(T)de/ (8t? —6t+ 1)dr = - —3+1=Z.
0 0 3 3
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To save time use Julia to compute the rest of the integrals. The program

—

w

[N

ot

11

12

using Symbolics,SymbolicNumericIntegration

@variables t
ell=[8*t"2-10*t+3, -16*t"2+16*t-3,8*t"2-6*t+1]
c=[1//4,1//2,3//4]
for j=1:3
for i=1:3
P=integrate(ell[i])[1]
aij=substitute(P, [t=>c[j]])-substitute(P,[t=>0])
println("A[$]j,%$i]=",aij)
end
end

produces the output

julia> include("finda.jl")
A[1,1]1=23//48
Al1,2]=-1//3

A[1,3]=5//48

A[2,1]1=7//12

A[2,2]=-1//6

Al2,3]=1//12

A[3,1]1=9//16

A[3,2]=0//1

A[3,3]=3//16

which implies

1/4 23
aj] = / (8752 — 10t 4+ 3)dr = —
. 48

1/4 .
ajg = / (—16¢% + 16t — 3)dT = -3
0

1/4 ) 5
= t“ —6t+ 1)dr = —
ais /0 (8 6 + ) T 48
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1/2 -
az1 = / (82 — 10t + 3)dr = —
0 12
1/2 .
22 = / (—16752 + 16t — 3)dT = —=
0 6
1/2 , ]
" /0 ( DT =35
3/4 9
2
azy = (8% — 10t + 3)dr = —
0 16
3/4
azz = / (—16152 + 16t — 3)dT =0
0
3/4 5
2
a33 = (8t — 6t + 1)d7’ = .
0 16
The resulting tableau is
1 2 _1 35
4 | 48 3 48
1|7 1 1
2 | 12 6 12
3 9 3
il 0 16
2 _1 2
3 3 3
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