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Abstract

This paper presents an investigation of the convergence of an Oseen type of problem for a
fluid model known as Time Relaxation Model, TRM. Furthermore conservation of energy and
enstrophy of TRM are presented along with a dimensional analysis study of these properties.
The paper contains two types of numerical experiments, one of which is based on finite element
discretization that employs the Oseen type of problem for dealing with the nonlinearity of the
TRM. The second type is the spectral related tests for the study of TRM dimensional analysis.
Our numerical experiments confirm the theoretical findings.

1 Introduction

All the turbulent fluid models aim to create a balance between an accurate description of the fluid
flow and the model resolution so that the simulation can be performed within a realistic time
limits while the capacity set by today’s high performing computers is also taken into consideration,
[13, 16, 27]. This is due to the fact that at high Reynolds numbers the fluid’s velocity u has many
small spatial scales, which becomes computationally less feasible by standard NSE. Ultimately a
very fine mesh is needed to capture all the small scales [1, 12, 11]. In this context, high order
fluid models are of interest, since they deliver a more accurate simulation at low model resolution.
However, generally speaking, all such models run the risk of altering the largest structures of the
flow that contain most of the flow’s energy and are responsible for most of the mixing and flow’s
momentum transport [21].

In the present paper the numerical properties of TRM are investigated including the conser-
vative and spectral behavior in three-dimensional incompressible flows. This fluid model was first
introduced by Stolz, Adams and Kleiser [28, 29]. The truncation scale analysis of TRM is shown
in [21]. Further numerical studies and computational accuracy of this model can be found in
[9, 11, 21, 24]. Parameter sensitivity analysis of TRM was performed in [25, 8].

The governing equations for TRM are formulated as

u+u-Vu—rvAu+Vp+x(u—u) = f, (1.1)
Vou = 0, '

in the physical domain €2, with either no-slip Dirichlet boundary conditions or periodic boundary
conditions with zero spatial averages. Here u, p, f, denote velocity, pressure and body force,
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respectively, v is the kinematic viscosity, x is a scalar constant known as the relaxation parameter,
and 1 is the solution of the partial differential equation

—§Au+ua=u (1.2)

where 11 is subject to the same boundary conditions, either Dirichlet or periodic, as were applied
to u. In the above filtering equation, ¢ is a length scale corresponding to the filter width. Thus, for
large ¢ values, u is smooth and for small § values, @ is close to u. Continuous differential filters were
introduced into fluid flow modeling by Germano [14] and used for various fluid flow regularizations,
see, for example, [1, 4, 5, 15, 23].

The time relaxation parameter is considered to be a positive quantity, i.e., x > 0, and has units
of inverse time. The term y(u — 1) aims to drive the unresolved scales to zero exponentially [12].
In working with the TRM, the parameter x must be specified and scaled appropriately in relation
to other parameters in the problem [21].

This paper is organized as follows. In Section 2 we introduce notation and recall some standard
results that will be used throughout. Section 3 examines the energy and enstrophy balance of the
TRM. Note the energy analysis applies to dimensions d = 2 and 3 while enstrophy is considered only
for d = 2. We show, see equations (3.7) and (3.12), that the average rate of dissipation of energy
and enstrophy are both increased by a single term proportional to 4% compared to the NSE. After
characterizing the energy spectrum based on a dimensional analysis of the corresponding inertial
ranges for the energy and enstrophy cascades, the results of a fully-resolved spectral-Galerkin
simulation are presented to check the dissipation and energy spectrum of the TRM. Note that
details of the forcing used in this simulation are given in Appendix A.

Section 4 includes our main results on the practical use of the TRM in finite-element computa-
tions. Upon stating the weak formulation, we show that the resulting Oseen problem for the TRM
can be approximated numerically using a globally convergent fixed-point iteration. We then com-
pute the Taylor—Green vortex as a benchmark to compare the behavior of the TRM to known NSE
dynamics. In particular, the approximate solution obtained by the TRM exhibited the enstrophy
increase as desired as well as a near-constant normalized kinetic energy.

The same computational setup, but at a reduced Reynolds number, is then used to numerically
solve the sensitivity equations for the TRM using different values of 4 and x. The numerics are
found to be consistent with prior sensitivity analysis and illustrate some tradeoffs when tuning these
parameters. The paper ends with our conclusions in Section 5 where we provide some additional
remarks and also reflect on directions for future study.

2 Preliminaries and Notations

This section presents our functional spaces, preliminary results and notations used in our analysis.
While both Dirichlet and periodic boundary conditions will be considered in this paper, we give
details here only for the Dirichlet case and note, after accounting for the necessary modifications,
that the periodic case is similar. The L?(£2) norm and inner product will be denoted by ||-|| and (-, -).
Likewise, the LP(2) norms and the Sobolev W}(Q) norms are denoted by || - ||z» and || - ||W§,

respectively. HF is used to represent the Sobolev space ng , and || - ||x denotes the norm in H k.
For functions v(x,t) defined on the entire time interval (0,7"), we define
1/m

T
[Vllook := sup [[v(t;)x  and  [[V[mr = (/ Hv(ta’)HZldt>
0<t<T 0



Define

X = H}(Q) := {VeHl(Q):V|3Q:0},
Q= L3(®) = {q € LX) : [a—0},

We denote the dual space of X as X*, with norm | - ||. Given a function f € L2(2)%, the X* norm
of f is defined as

(f,v)
|| := sup .
S A

For any 0 < € < oo, and %—F% = 1 with 1 < p,q < oo, the LP(2) inner product satisfies Holder’s
and Young’s inequalities given below, respectively, as

IA

(0, v) [[al e[| v]| Lo, (2.1)

e—(a/p)

€
~| VIl Ze- (2.2)

(w,v) < 5 |7, +

Inequality (2.2) in case p = 2 is known as the Cauchy—Schwarz inequality. The Poincaré—Friedrichs
inequality is used frequently through this paper and its proof can be found in [20].

Theorem 2.1. The Poincaré—Friedrichs Inequality. There is a positive constant Cpr depend-
ing only on the domain ) such that

lu]| < Cpp||Vul for every ue X.

Also, bilinear a(-,-): X x X — R and trilinear b*(+,-,-): X x X x X — R forms are defined as,

a(u,v) = (Vu,Vv),
b*(u,v,w) := %(u-Vv,w) — %(u~Vw,v).

Lemma 2.1. [19, 20] For u,v,w € X, the trilinear term (u-Vv,w) can be bounded by

1 1
C@Q) [[ull [[Vulz [Vv][[[Vw]],
C@) [Vul[[Vy[[{[Vw].

(u-Vv,w)

<
(u-Vv,w) <

The above bounds hold for b*(-,-,-) as well.

We remark that the second inequality in Lemma 2.1 follows from the first by a simple application
of Theorem 2.1. In particular, the constant C'(€2) which appears in the first is non-dimensional and
depends only on the domain 2, while for notational convenience, the constant C'(£2) appearing in

the second also includes the dimensional factor C;}/,?.

Theorem 2.2. The Lax—Milgram Theorem. Let a(-,-): X x X — R be a continuous and
coercive bilinear form, i.e.,

Cillullx|lvllx ~ forall wveX,
Collull% for all uecX,

a(u,v)

IV IA

a(u,u)



for positive constants C1 and Cy, based on the respective definitions. Let F': X — R be a linear
functional such that
F(v) <Clv|x forall  veX.

Then, there is a unique solution u € X satisfying
a(u,v) = F(v) forall  veX.

The following theorem is about bounds for the filtered quantities that are applied in the finite
element analysis.

Lemma 2.2. For v € X and v the corresponding solution to (1.2), we have the bounds
vl <livll and — |[VY[| <[Vl

Proof. It can be found in [9, 22]. O

3 Energy and Enstrophy in the Time Relaxation Model

In this section we assume periodic boundary conditions and present the energy and enstrophy
balance of the TRM in Sections 3.2 and 3.3, respectively, following the derivation and work in [26].
As a result, one can observe as the model parameters x and § approach to zero that the average
rate dissipation of both energy and enstrophy approach to that of the NSE. Section 3.4 recalls
the method of dimensional analysis subsequently used to derive scaling properties of the energy
spectrum in Section 3.5 resulting from the energy cascade and in Section 3.6 from the enstrophy
cascade. These theoretical results on the dissipation and energy spectrum of the TRM and then
compared to a highly-resolved spectral-Galerkin simulation in Section 3.7 after which we proceed
to Section 4 on the practical use of the TRM in finite-element computations.

3.1 Fourier Analysis

Recall that the TRM is obtained by the addition of the relaxation term x(u — @) to the in-
compressible Navier—Stokes equations. Before beginning our discussion of the energy balance, it
is instructive to consider the Fourier analysis obtained by projecting the TRM onto the Fourier
modes of a 2m-periodic domain as

duy(t)

-t B+ Lywg =fi with  u(a,t) = > up(t)etT (3.1)
keZ3\{0}
where

Note that we have assumed V - f = 0 or equivalently k - f;, = 0 for simplicity.

In the Fourier representation (3.1) above, the relaxation term appears in the definition of Ly
and has the effect of modifying the viscous dissipation at each wave number |k|. Figure 1 graphs
the ratio Ly/(v|k|?) to illustrate how much greater the dissipation in the TRM is compared to



Figure 1: Fourier-space visualization of the filter y(u — u) as the ratio of the dissipation Ly
at wave number |k| in the TRM over the corresponding viscous dissipation in the NSE. The
solid and dotted lines of the same color represent parameter choices for which 42 are equal.

Tl e — ] x=10,8-01 ——
- =, 821 <oeee
" 1=3,8=.01 ——
1/890r =01 1. 1/ for 8=0.01 403, 5ol <o
— S B =1, 8=.01 ——
= BRI, " 2=.01,8=1 <o~
z 1=1,8=01 ——
= SR =001, 8=1 - ---

| [ A — IR o

1 10 100
K|

the original Navier—Stokes equations. Intuitively, the relaxation term has the effect of increasing
the apparent viscosity for wave numbers up to about |k| &~ 1/§ after which the relative amount of
additional dissipation decreases and functions only as a damping term when |k| > 1/4.

Thus, the term y(u — @) in the time relaxation model serves to increase the effective viscosity
at the large scales while functioning as a damping term at the small scales. In particular, the
TRM does not involve higher-order differential operators such as hyperviscosity and provides no
additional regularization properties compared to the NSE that can be used, for example, to show
the model is well posed for three-dimensional flows. While this is the opposite of what might
seem analytically convenient, from a turbulence modeling point of view, since dissipating the small
scales is the major role of viscosity, then it is arguably important for a turbulence model to have
the correct physical viscosity at those scales. This suggests setting § in the TRM to be on the order
of the Kolmogorov length scale—the scale below which viscosity dominates and further connects §
to the size of the finite elements used in the practical fluid calculations of Section 4.

3.2 The Energy Balance

In these estimates it is assumed that the external force is zero, i.e., f = 0. To obtain the energy,
first equation (1.1) is formally multiplied by the fluid velocity u, then is integrated over the space
Q and time interval [0, 7] respectively. The first two steps yield the following equation:

/ut-udx—l—/uVu-udw—y/Au-udx+/Vp-ud:c+/x(u—u)-udx20. (3.2)
Q Q Q Q Q

Using integration by parts, that V - u = 0 and the space periodicity of u, one obtains
/uVu-udazzO, /Au-ualx:||Vu|2 and /Vp-udm:O.
Q Q Q

Therefore, equation (3.2) is reduced to
1d

2dt\|u||2—|—1/HVu||2+X/Q(u—u)-ud:z::O. (3.3)



At last, integration over the time interval [0, 7] brings us to the following equation:
1 T T 1
Hu(T)HQ—i-/ Z/HVUHth-i—/ X/(u—u) ~udzdt = = |[u(0)?. (3.4)
2 0 0 Q 2

Note that equation (3.4) has the extra term fOT X Jo(u—1u)-udz dt compared to the NSE energy
equation. In the following lemma we show that this term is a non-negative quantity; therefore it
adds to the energy dissipation.

Lemma 3.1. Suppose u and u are solutions to the TRM with the corresponding model parameters
6 and x, then [o(u—1)-udz > 0.

Proof. Based on the filtering equation (1.2),

/(u —u)-udr = / —§%An-ude = / —0?Aua - (—6%Aa + 1) dx. (3.5)
Q Q Q
Rewriting and applying the integration by parts yields
/(u —u)-udr = 54/ |Aal|?dz + 52/ |Val|? de. (3.6)
Q Q Q
The proof is complete by noting that the right-hand side quantities are nonnegative. O

In this paper, we denote the average TRM-enhanced rate of energy dissipation by e defined as

1 T T
€ = {/ y||Vu||2dt+/ X52/Vu-Vudacdt}. (3.7)
T Jo 0 Q

Note that || denotes the d-dimensional volume of the domain €2 and that the above analysis of
the energy balance in the TRM holds for either d = 2 and 3. We further remark that setting either
X = 0 or 0 = 0 reduces (3.7) to the usual rate of energy dissipation for the Navier-Stokes equations.

3.3 The Enstrophy Balance

Calculating enstrophy for TRM follows similar steps as for energy calculation except that our results
only hold when d = 2 and the equation (1.1) is multiplied by the Laplacian of fluid velocity u.
Integrating over the domain €2, one obtains

/ut-Auda:—i—/(u-V)u-Aud:c—y/Au~Audac
Q Q Q

+/Vp-Audac—i—/x(u—u)-Audx:O. (3.8)
Q Q

Integration by parts along with V - u = 0 and the fact that we are now working only in the
two-dimensional case gives us the following results

1d
/ut-Audx:—/qut-qud:)::—HVXuHQ,
o o 2 dt

/(u-V)u-Aud:r:O and /Vp-Aud:c:O.
Q )

6



While the above orthogonality in the non-linear term only holds true in the periodic case, similar
results could be obtained for two-dimensional flows in a smooth domain €2 with Dirichlet boundary
conditions using the vorticity formulation after taking into account sources of enstrophy at the
boundary. Thus, the equation (3.8) can be rewritten as

1d
———||V x uHQ—VHAuHQ—i—X/(u—ﬁ) -Audz = 0. (3.9)
2 di o

Integrating (3.9) with respect to time yields

T T
IV xu@)P - [ vjsuldes [ [ - Sudedi= ~5I9 xw@)E. (310)
0 0 Q

Lemma 3.2. Given u and u are solutions to the TRM with the corresponding model parameters
x and 8, then [,(u—1u)-Audz <O0.

Proof. Based on the filtering equation (1.2) we have
/(u — 1) Audr = / —6%At0 - Audz = / —0%An - A(—6*Aa + 1) de.
Q Q Q
Integration by parts yields

[ dude= -5 [ v@n)Par-5 [ |audr
Q Q @

By the above lemma, equation (3.10) can be rewritten as

1 r T 1
QHVXu(T)H?+/ uHAuH2dt+/ X(s?/ At Audrdt = S|V x u(0)||. (3.11)
0 0 Q

We define the TRM enhanced enstrophy dissipation rate, denoted by 7, as follows

1 T T
77:{/ 1/||Au||2dt—|—/ x62/Aﬁ-Auda:dt}. (3.12)
T|Q‘ 0 0 Q

Remark 3.1. The TRM energy and enstrophy dissipation rates in (3.7) and (3.12) each differ
from the corresponding dissipation rates in the NSE only by one term.

Remark 3.2. Lemma 3.1 and Lemma 3.2 show that extra terms in rate of dissipation for TRM
energy, €, and enstrophy, n, are non-negative quantities. Thus, the TRM includes more dissipation
of energy and enstrophy compared to the NSE.

Remark 3.3. Both quantities fOT X682 fQ Vua - Vudxdt and fOT X2 fQ Au - Audzx dt depend on the
parameters x and . Choosing those parameters such that x0% — 0 results in € and 1 approaching
the rates of dissipation for energy and enstrophy in the NSE.



3.4 Dimensional Analysis

This section describes the dimensional analysis used to study the scaling of the energy spectrum in
the inertial ranges of the TRM. While our analysis of the energy cascade applies in both dimensions
d = 2 and 3, the corresponding treatment of the enstrophy cascade as in [18] is generally valid only
for periodic domains with d = 2. Note, however, the existence of a localized enstrophy cascade in
three-dimensional turbulent flows has been shown under the assumption of a 1/2-Hélder coherence
condition on the direction of the vorticity [7]. While a similar treatment of the TRM is outside the
scope of the present work, it is an interesting question whether the scalings we deduce from the
enstrophy balance also apply when d = 3 to energy spectra suitably localized in time and space.

The basic dimensional analysis we perform follows from an observation attributed to the Ameri-
can engineer and scientist E. Buckingham (1914). Generally speaking, the Buckingham Pi Theorem
states that physical laws are independent of the form of the units. Therefore, acceptable laws of
physics are homogeneous in all dimensions. In particular, we assume throughout the following
analysis that the fluid is undergoing turbulent motion which is both homogeneous and isotropic.
The actual statement of the theorem [31] we provide here for reference as

Theorem 3.4. Buckingham Pi Theorem. Let q1,qo,...,q, be n dimensional variables that
are physically relevant in a given problem and that are inter-related by an unknown dimensionally
homogeneous set of equations. These can be expressed via a functional relationship of the form

F(q17 q2, ... 7Qn) =0 or equivalently q1 = f(qQ) s 7Qn)

If m is the number of fundamental dimensions required to describe the n variables, then there will
be m primary variables and the remaining n —m variables can be expressed as n —m dimensionless
and independent quantities or ‘Pi groups’, 111,11y, ... Il,,_n,. The functional relationship can thus
be reduced to the much more compact form:

O(114, o, ..., II,—,,) =0 or equivalently II; = ¢(Ilg, ..., I, —p).

Next we apply the Buckingham Pi process to determine dimensionless groups from the variables
in TRM energy and enstrophy. We assume that there are m = 2 dimensional quantities to consider,
i.e., length [L] and time [T]. The problem of deducing the behavior of TRM energy and enstrophy
spectra both involve n = 5 variables, in general denoted as ¢1, ..., ¢g5. As stated by the Buckingham
Pi Theorem, n — m = 3 dimensionless groups of Iy, Il and Il3 can be derived in both energy and
enstrophy spectrum calculations. Primarily, we follow the steps listed below.

e Write down the dimensions for all 5 variables q, ..., ¢s.

e Select 2 of the variables—say ¢, and gs. These are called the repeating variables, and will
appear in all the terms. Note that none of the repeating variables can be dimensionless and
no two repeating variables can have the same overall dimension.

e Select one other variable—say ¢3. Some combination of ¢, ¢o, and g3 is dimensionless, and
forms the first dimensionless group II;. We can find the combination by dimensional anal-
ysis by writing II; = ¢¢¢5q3 or [ | = [q1]%[g2]?[g3], since equating exponents of each of the
dimensional quantities gives two independent linear equations in the unknowns a and b.

e Repeat this procedure with the repeating variables and the next variable, so use ¢1, g2 and
q4. Continue until no variables are left.



e Having worked out all the dimensionless groups, the relationship between the variables can
be expressed as a relationship between the various groups. Typically we write this as one
group, é.g., Hl = ¢(H27H3)‘

3.5 The Energy Cascade

Define the averaged energy spectrum over [0,7] as

E(k / Z |y, 2 dt where u= Zﬁkeik'm

1/2
2T/\/ 0 red. k0

Here, due to the 27 periodicity, we have J, = {k € Z3 : k — 1/2 < |k| < kK +1/2}. Thus, the
average kinetic energy per unit volume is

T]Q\/ thdt = T‘Q,/ S llull?dt = /Z|uk| dt = / E(x

k0

The following table lists each variable in terms of its dimension based on the two-dimensional
LT system, i.e., length and time.

Qi Description Dimensions
€ Energy dissipation rate L?>17-3

K Wave number L1

E Energy spectrum L3T2

) Filter length L

x | Time relaxation parameter T-1

Selecting the time averaged energy dissipation rate € and the wave number x as the repeating
variables, our set up for the dimensionless groups is as follows.

I, = e*x’E or [] = [LAT 3L [L3 T2
Iy = e*k%§ or []=[L*T73° L7 1PL]
IT3 = e“r"x or []=[L*T?) L[]

Equating the coefficients leads us to the dimensionless groups of
II; = 6_2/3I£5/3E, IIs = k6 and II3 = 6_1/3n_2/3x.
Expressing II; as a function of Il and Il3 yields

E(k) = 62/3:‘6_5/3(]5(,%5, 6_1/3,%_2/3)().



3.6 The Enstrophy Cascade

When d = 2 the enstrophy in the TRM is conserved by the non-linear term. Since the enstrophy
spectrum is approximately x2FE (k) we perform our analysis in terms of the energy spectrum. Thus,
the physical variables and their dimensions are as follows.

Qi Description Dimensions
n | Enstrophy dissipation rate T3

K Wave number L1

E Energy spectrum L3T—2

) Filter length L

x | Time relaxation parameter T-!

We choose the time averaged enstrophy dissipation rate n and the wave number x as the
repeating variables. Thus, the dimensionless groups are

i = ns"E or []= [T L PILPT 7
Iy = K" or [1= [T [
I3 = nr"x or []= [T L]

Solving for a and b in above equations gives us
I, = n 233K, Il = Kkd and I3 =~ '/3y.

Since 1I; is a function of Iy and II3, then based on enstrophy balance, the two-dimensional TRM
may also have an inertial range whose energy spectrum scales as

E(k) = 1?3530 (rkd,n"/?x).

3.7 Computation of the Energy Spectrum

This section uses a spectral-Galerkin method to compute the energy spectrum of the TRM using
a complicated time-dependent three-dimensional flow driven by a time-independent body force f
that is 27 periodic in space. Under such a force, taking an initial condition ug that is also 27
periodic in space leads to a solution u(z,t) that remains 27 periodic for all ¢ > tg. In our numerical
simulations, we set v = 0.0001, choose ug = 0 and take

fz) = fie®™  where J={keZ’:0<kl<2}.
keJ

The numerical values of f;, used in our computations are given in Appendix A. The corresponding
Grashof number G is
f 0.005
_l HL;;? - - =5 x10%,
V2N (0.0001)

Here 2 = [0,27]® and A\; = 472/L? = 1 is the smallest eigenvalue of the Laplacian. Note that the
exact initial condition ug is inconsequential to this study, because our simulation will be run for

10



a period of time long enough to forget the initial condition and enter into a time-dependent but
statistically-steady flow that reflects only the energetics of the forcing.

As already mentioned in Section 3.1, the TRM contains no higher-order terms that obviously
provide for the theoretical existence of strong solutions. While the question concerning regularity
and the possible non-uniqueness of weak solutions is an interesting one, numerically we restrict our
attention to finite collections of ordinary differential equations—the semi-discrete approximations
of the TRM—which are clearly well posed. Our numerical solutions were obtained using a pseudo-
spectral Galerkin method on a 5123 grid dealiased according to the 2/3 rule. Thus, only modes
such that

|k|oo = max{|k:1|, |kal, ]k:g]} < L% : 256J =170

are used in our calculation. The corresponding Galerkin truncation of (3.1) represents a spatial dis-
cretization of the TRM which we integrate in time using the first-order exponential time-differencing
scheme described by Cox and Matthews in [6] given by

fi, — B(u")g

u} ™ = exp(—LyAt)u + Tn/2

exp(—LxAt/2) sinh(LiAt/2).

Here u}! is the approximation u} ~ u(t,) for t, = to + nAt where At is the size of the time steps.
Note this method is exact in the linear term and first-order in the convective term. Correctness of
our computer code was verified by reproducing Figure la in Yang and Pullin [32].

Figure 2: Time evolutions of the energy and the enstrophy norms for spatially periodic flows
with ug = 0 when ¢y = —1000 given by the TRM method compared to a direct numerical
simulation of the incompressible three-dimensional Navier—Stokes equations.
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Computations were performed with At = 0.001 starting at ug = 0 when ¢y, = —1000 and run
until 7" = 1000 using the same parameter choices considered in Figure 1, namely x and ¢ such that

xo?e {107°,107*,3x107%,107*}  and  §€{0.1,0.01}.

We further include a direct numerical simulation of the incompressible three-dimensional Navier—
Stokes equations. For reference the Reynolds number of the NSE flow reached

Re = ”ul‘/%‘” ~1,000 by t=0
A v

11



and fluctuated around that level for the remainder of the run. Figure 2 shows how the energy and
enstrophy norms ||u|| and ||V x ul| evolve over time for the different values of x and §. Note again
that trajectories corresponding to a choice parameters for which the values of x62 are equal have
been depicted as solid and dotted lines of the same color.

Except for the strongest filters when yd% = 1073, the value of |lul| reaches about 0.7 after 500
units of time have passed and continue to fluctuates around that level in a time-dependent manner
into the future. Although the flows corresponding to strongest filters fail to express the same level of
energetics, all flows exhibit complex time-dependent behavior. Note for each choice of parameters
that ||V x u|| takes about the same time to reach an equilibrium level after which it also fluctuates
around an average value. Although the average enstrophy resulting from the weakest filters when
x0%2 = 1075 agrees roughly with the NSE, the enstrophy levels of the TRM, in general, depend
strongly on the choice of y and 9.

Having seen for every choice of the parameters x and § that the time-dependent flows starting
at ug = 0 when tg = —1000 appear to reach a state by ¢t = 0 in which their statistics are stationary,
we compute the RMS time averages

2\1/2 1 T 2 12 2\1/2 1 T 2 12
2y = (7 [ ) and 49 sl = (4 [C19 < uliar)
0 0

where T" = 1000 of the energy and enstrophy norms as well as the average rate of energy dissipation e
given by (3.7) and the dissipation wavenumber g = (¢/%)%/%. We then examine the corresponding
time-averaged energy spectra.

Table 1: The RMS averages of ||u||.2 and ||V x ul| 2 over the interval [0, T] where T' = 1000
for the TRM using different values of x and § along with the corresponding average rate of

dissipation of energy € and the dissipation wavenumber kg = (¢/v3)/4.

X § | (a2 ] IV x uf?)!/? € Kd
0 (NSE) 0 0.671135 3.99276 6.42699 x 1076 | 50.3503
0.001 0.1 | 0.669031 3.84467 6.21124 x 1075 | 49.9223
0.1 0.01 | 0.676526 3.88167 6.66214 x 1076 | 50.8046
0.01 0.1 | 0.666761 3.24648 6.34408 x 1076 | 50.1871
1 0.01 | 0.650439 2.72843 5.96247 x 1076 | 49.4147
0.03 0.1 | 0.644672 2.30718 6.31150 x 1076 | 50.1226
3 0.01 | 0.639193 1.94382 6.07097 x 1076 | 49.6380
0.1 0.1 | 0.589612 1.28336 6.48723 x 1076 | 50.4678
10 0.01 | 0.576510 1.16471 6.00913 x 1076 | 49.5111

Table 1 confirms the observations about energy and enstrophy levels already gathered from
Figure 2 while indicating, even though the enstrophy levels of the TRM depend quite strongly on
x and 0, that the average rates of energy dissipation € and dissipation wave numbers k4 do not.
Although this might appear surprising, the result is quite natural and reflects the fact that the
amount of energy produced by the body force f is essentially the same in all cases. In particular,
after an equilibrium is reached in which the energy dissipated is roughly equal to the energy added,
it is reasonable for € to depend on the force but not strongly on x or 4.
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Figure 3 illustrates the energy spectra averaged over the interval [0, 7] where T" = 1000 for each
of the flows already discussed. Since the body force f is supported on only the lowest modes in
Fourier space, the modes uy for |k| > 2 should reflect the spectral scaling found by dimensional
analysis in Section 3.5. Note that the spectrum of the NSE decays to 10~!3 by the 2/3 anti-aliasing
cutoff, which is nearly zero; however, except for the weakest filter when 4% = 107 each of the
TRM methods result in a more compact spectrum which decays below 10716 before the cutoff.

We remark the |k|~%/? inertial range of the NSE becomes more abbreviated in the time relaxation
models as x and ¢ increase and essentially disappears when x6? = 1072. Thus, increasing x and
0 leads to more compact energy spectra with diminished small scales. On the other hand, it is
notable the energy which has accumulated in the low modes is comparable for each of the spectra
in Figure 3. Since the low modes have not been forced to any particular energy level (as sometimes
done, e.g., see [5, 30]), the fact that those modes have similar energy levels for all choices of x and
0 suggests the modified cascade of energy of the TRM leaves invariant the rate at which energy
transfers from the forcing range into the inertial range, even for the strongest filter. Consequently,
the TRM appears to posses two properties important for a good turbulence model: an ability to
reproduce the energetics of the large scales accurately while filtering the small scales. The next
section explores from a practical point of view the extent to which the TRM allows for the efficient
approximation of high Reynolds number flows using a course spatial discretization.

Figure 3: Average energy spectra over [0,7] with 7" = 1000 of the TRM method compared
to the incompressible three-dimensional Navier—Stokes equations. Indicated by k4 is the
Kolmogorov dissipation wavenumber corresponding to the NSE.
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4 Finite-Element Computations

This section explores the use of the TRM in the finite-element codes commonly used to solve practi-
cal problems in computational fluid dynamics. We begin with the variational formulation needed to
specify the computational algorithm and proceed to show that the resulting time-relaxation Oseen
problem can be solved by a globally convergence fixed-point iteration. While the proofs provided
in Sections 4.1 and 4.2 assume Dirichlet boundary conditions, we note that similar results may also
be obtained without difficulty in the case of periodic boundary conditions.
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In Section 4.3 we perform a number of finite-element computations for the TRM using the
Taylor—Green vortex as a benchmark problem. Since the resulting flow assumes periodic boundary
conditions these computations could be done using spectral methods. However, the focus in this
section—and indeed one of the main focuses of this paper—is the numerical implementation and
performance of the TRM for finite-element computations. To this end, Section 4.3.1 checks the
evolution of energy and enstrophy with respect to coarser meshes compared to a finer mesh Our
work finishes with Section 4.3.2 in which the continuous sensitivity equations are computed to
clarify how to tune § and Y.

4.1 Variational Formulation and the Computational Algorithm

In this section we present the variational formulation and describe the finite-element computational
algorithm used to solve the TRM. First, write equations (1.1) and (1.2) in variational form using
a suitable choice of test functions from X and @ as

(ug, v) +va(u,v) + b*(u,u,v) — (p,V-v) + x(u—1u,v) = (f,v), VveX (4.1)
(V-u,q) =0, VqeqQ, (4.2)
62(Vi, Vv) + (1, v) = (u,v), VYveX. (4.3)

I

The numerical scheme used to solve the TRM is based on the continuous finite elements of [3
particular, we consider velocity and pressure finite-element spaces

XX  and  Q"cQ
and further define the space of discretely divergence-free velocity fields as
vh {VEXh (q,V - v)—OforalquQh}

Note that the velocity and pressure are assumed to satisfy the discrete inf-sup condition.

The method of Crank—Nicolson is used in time discretization of (4.1). Our notations in the time
discretization equations of TRM read as v(t"t1/2) = v((t"t! 4 ¢")/2) for the continuous variable
and v"+1/2 = (v"*1 4 4™)/2 for both, continuous and discrete variables. Thus, the fully discretized
finite element variational formulations of TRM are written as follows:

Given (X", @Q"), the time interval [0, 7] and a time step chosen such that At < T = MAt, find
the approximated TRM solution (u "H,pzﬂ) € (X, Q"), forn=0,1,2,..., M — 1, satisfying

Alt(u;;+1 ol va) + va(Y v b Y2 Y2 ) - Y )
+x(u Z+1/2 _Z+l/27vh) _ (f"*l/z,vh), Vv, € X" (4.4)
(V . u”“, qh) 0, Vgne€e Qh, (4.5)
S(Vaytt, Vvy) 4+ (@it vy) = (upt vy), Vv, € XM (4.6)

In the space V", equations (4 4) through (4.6) may equivalently be rewritten as follows: Find
)t € Vi for n=0,1,2,..., M — 1, satisfying

1 n+1

At(uh —up,vp) +va(u ZH/Q, n) + b*(u n+1/27uz+1/27vh)
x(up T @ vy = (72 vy, vy e VI (47)

J (Vu"Jrl Vvp) + (@ vy) = (Wt vy), Vv, € VI
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In our computations, the non-linear term b*(qu/ 2, uzﬂ/ 2,Vh) in equation (4.7) is approxi-

mated by the method of fixed point iteration. This leads us to solve an Oseen type of equation
repeatedly at any single time step. In the following section, we introduce the governing TRM Oseen
equations and prove the uniqueness and existence of the solution. In addition, we show that the
calculated sequence of fixed points is globally convergent.

4.2 The Time Relaxation Oseen Problem

In the process of linearizing the TRM equations given in the previous section, we end up solving
equations similar to Oseen problem for Navier-Stokes equations introduced in [20] at any single
time level. Here we provide a detailed analysis of the solution to this type of equations referred
as the Time Relaxation Oseen problem, TRO, following work done for NSE from [20]. Since the
analysis of the discrete case is analogous to that for the continuous problem, this section covers
only the results in continuous case.

Given a divergence-free vector field b that vanishes on 0f2, and is smooth enough, the TRO
problem is to find (u,p) satisfying:

—vAu+b-Vu+Vp+x(u—u) = f, (4.9)
Vou = 0, (4.10)
—?Au+u = u, (4.11)

where in addition, u is zero on 9Q and [, pdx = 0.
Next, we derive the variational formulation of TRO in the space of divergence-free functions V.
Let A(u,v) =v(Vu,Vv)+(b-Vu,v)+x(u—1u,v). Then, the problem is to find u € V such that:

Au,v) = (f,v), (4.12)
S(Va, Vv) + (,v) = (u,v). (4.13)
Lemma 4.1. Given a vector field b € V, the operator A(-,-) is coercive and continuous, i.e.,
A(u,u) > v[|Vul?, vueV,
A(u,v) < (v + C1||VDb]| + Cox)||Vul|||VV|, Vu,veV.
Proof. By definition of A(-,-), we have
A(u,u) = v[Vul? + x[ul? - x(a, u). (4.14)
Cauchy-Schwarz along with Lemma 2.2 yields
(1,u) < [Jull. (4.15)

Coercivity of the operator A(,-) is an immediate result of using the inequality (4.15) in (4.14).

Applying the Cauchy—Schwarz inequality and Lemma 2.1 to the definition of A(+,-), one obtains
Au,v) < (v + CLOQ)I VB[Vl [V + x[lu = all[v]]. (4.16)

The continuity is obtained by bounding the last term of (4.16) on the right-hand side using the
Poincaré inequality and Lemma 2.2 as following

la = a[[|v]| < (Jull + [a)lv] < 28| Val[|Vv]. (4.17)
O
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Corollary 4.1. For any vector field b € V the Time Relazation Oseen problem has a unique
solution u € V given £ € X* is fized. In addition, the solution u satisfies

V[Vl < [If].. (4.18)
Proof. This follows from Lax—Milgram theorem defining F'(v) = (f,v). O

Definition 4.1. Let b be the vector field and u be the solution of the TRO given by equations (4.1)
through (4.11), then T: V — V is defined as T'(b) = u.

One can notice that a fixed point of T' is a vector u* € V such that T'(u*) = u* and it satisfies
the steady TRM in (1.1).

Lemma 4.2. The map T: V — V in Definition 4.1 is a global contraction under the following
assumptions:

c©)
v(v — CAX)
for constants C(Q2) and Cpr.
Proof. Let T'(b1) = u; and T'(b2) = ug, we show that || T(by) —T'(bs)||x < B|/b1 —bs||x for g < 1.
Following the definition of T', we have
v(Vuy, Vv) + (by - Vuy,v) + x(u; —uay,v) = (f,v), (4.19)
v(Vug, Vv) + (by - Vug,v) + x(ug —ug,v) = (f,v). (4.20)

If]l« <1 and v > C’I_%Fx,

Subtracting the two equations (4.19) and (4.20), and using the notation ¢ = u; — ug, the
following equation is obtained

v(Vg,Vv) + (by - Vuy — by - Vug, v) + x(¢ — ¢,v) = 0. (4.21)
In (4.21), the term by - Vu; — by - Vuy can be modified as by - Vo + (b; — bg) - Vuy by adding and
subtracting by - Vus. When setting v = ¢ and rearranging the terms, one obtains

vVl + xllg]* = —((b1 = ba) - Vuz, §) + x(9, ). (4.22)

In the next step, we bound the terms on the right-hand side of (4.22). Lemma 2.1 and Corollary
4.1 provide a bound for the first term. The second term is bounded using the Cauchy—Schwarz and
Poincaré inequalities followed by Lemma 2.2. Thus

v[|[Vel® + xllgl* < CuvHIE[[V (br = ba)l[[IVell + Copx [ VoI (4.23)
Rearranging the terms gives
(v = G0 IVel* < C(Qrv £V (b1 — ba) V], (4.24)
ie. o)
< —————||f]|«]|V(b1 — ba)]|. 4.25
Vol < = CBy) [£]]+[1V (b1 — ba)]| (4.25)
C(Q .
Take 8 = u(u—(iqp%ﬂmeH* < 1in (4.25), then
V(a1 — )| < B[[V(b1 —by)l|.
Thus T is a global contraction map. O
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The next natural step is to show the existence of a solution to the steady TRM. In this paper,
we provide this proof via showing that the generated sequence of fixed points is globally convergent.

Given u® € V, we calculate u® , u® u® ... € V in the following manner
s2(va® vv)+ @® vy = (u®,v), (4.26)
v(Vul* ) vv) + (u® . vu* ) vy 4y (@EH) —a®) v) = (£, v). (4.27)

Note that by definition of T, we have u**?) = T(u®)). To simplify the notation, we omit the
parenthesis argument of 7' and denote the k-th iteration by 7% so that u®) = Tku(©),

Theorem 4.2. The sequence of fixed point iterations {u(k)}zo:o forms a Cauchy sequence and
converges to the unique solution of TRM, u, as k — oo provided

v HC(Q)IEl + Chprx) < 1, (4.28)
where C() and Cpp are constants.

Proof. First we show that {u®)}2¢  is a Cauchy sequence. If 8 = ( c@Q) If]l« <land k>1>1,

v(v—C2px)
then from Lemma 4.2 and the triangle inequality, we have
Ju® —ufx = [T - T x < ST — 0O
< ﬁl[HTk_lu(O) - Tk:—l—lu(O)”X + ”Tk—l—lu(()) - Tk—l—Qu(O)”X
oo | Tu® — u(O)”X]
k—Il-1

< 51( Z 5j)]]u(1) —uO)x <

J=0

BY )
u't —u .
- I Ix
This simply implies that {u(k)}gozo is Cauchy. In the next step, we prove that the sequence of fixed
point iterations converges towards the steady TRM solution.

Let e* denote u — u®). Since the filtering equation in TRO is linear, therefore ¥ = a — a®).
Subtracting equation (4.27) from the corresponding steady TRM equation gives

v(Vek*! Uv) + (u- Vu —u® . vut+ v) 4 y(ef+ — &, v) = 0. (4.29)
In the above equation, treat the second term from right-hand side u - Vu — u® . Vu*+1) ag

u-Vu—u® . vu*) = u. vu—u® . vu+u® . vu—u® . yulk+t)

=e" . Vu—u® . veFtl.
Thus (4.29) is rewritten as
v(VeF*t vv) + (ef - Vu — ul® . ver ! v) + y(ef+! — &, v) = 0. (4.30)
Setting v = e**! in (4.30) and rearranging the terms, one obtains

V[V 4 x [P = —(eF - Vu, bt + x(eF, eF ). (4.31)
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Applying Cauchy—Schwarz and Poincaré inequalities in addition to Lemma 2.1, Lemma 2.2 and
Corollary 4.1 yields

v[|[VeF 12+ x| HP < (C(Qw[IE ]l + CEpx) Vb ||| Vet ). (4.32)

Thus,
v[|Ver 12 < (C(QwIEll + CRpx) [ Ver ([ VeF (4.33)

or
Ve < v 2(CQ)|E]l + Corrx)|[Ve|. (4.34)
Given that v=2(C(Q)||f]« + CAvrXx) < a < 1, then using induction |Ve*|| < o*||Ve?|| as
k — o0, the convergence of fixed point iterations is concluded. ]
c(©)

Remark 4.3. One observes that under the assumptions of Lemma 4.2, it is obvious that == ||f||. <
1. Thus in Theorem 4.2, the convergence of the fixzed point iteration is subject to choosing the model
parameter x such that Cahv =ty < 1— ¢ I ]

V2

4.3 Taylor—Green Vortex

The Taylor—Green vortex is an unsteady flow of a decaying vortex [2]. Specifically, it is a three-
dimensional incompressible flow, that evolves from a two-dimensional velocity field [12], given by

ui(z,y,2,0) = sinx cosy cos z,
ug(z,y,2,0) = — cosxsiny cos z, (4.35)

’UB(IE,Z/, 2 0) = 07

with periodic boundary conditions on [0,27]® as shown in [12, 10]. Figure 4b shows a two-
dimensional slice of the velocity field shown in black with vorticity shown in red for the initial
Taylor—Green vortex taken along the xy-plane at z = 0. We can see in Figure 4b that the vortices
in the top left and bottom right of the xy-plane move in the counterclockwise direction, while the
two vortices in the top right and bottom left move in the clockwise direction.

Let the initial density p(x,0) =1 as in [10]. The initial kinetic energy is

1 1 27 21 p27
K(0) = 5”11(‘,0)’\%2(9) = 4/0 /0 /0 [1 — cos(2z) cos(2y)] cos?(2) dx dy dz = 7°,

for the corresponding Taylor—Green vortex. Therefore, the dissipation can be examined by observ-
ing the rate of decrease of the kinetic energy from its initial value 72 over time [12, 10]. Note that
the flow quickly develops a tightly twisted vortex core. As production of vorticity is proportional to
the derivative of the velocity vector, there should be a growth in enstrophy, see [12]. This increase
is also seen for the TRM in our simulation results. The vorticity is shown by Figure 4, with the
vorticity vectors given in red.
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Figure 4: The vorticity (in red) and velocity (in black) fields of the Taylor—Green vortex.
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(b) The vorticity field of the Taylor—Green
vortex, taken along the xy-plane at z = 0.

(a) The vorticity of the Taylor-Green vor-
tex in three dimensions
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(¢) The vorticity field of the Taylor-Green
vortex, taken along the zz-plane at y = 0.

(d) The vorticity field of the Taylor-Green
vortex, taken along the yz-plane at z = 0.

4.3.1 TRM Energy and Enstrophy Performance

We study the effects of the time relaxation model for four mesh levels: a mesh level 1 consisting
of 3,072 tetrahedral elements (or 8 subintervals in all three directions), a mesh level 2 consisting
of 6,000 tetrahedral elements (or 10 subintervals in all three directions), a mesh level 3 consisting
of 10,368 tetrahedral elements (or 12 subintervals in all three directions) and a fine mesh level 4 of
16,464 tetrahedral elements (or 14 subintervals in all three directions).

All finite-element calculations were performed with FreeFem++ [17]. Using (P, P;) Taylor-Hood
elements, we set our test functions for velocity to be piecewise quadratic equations and our test
functions for pressure to be piecewise linear functions. Setting the size of the time step At = 0.001,
the simulations ran on the time interval [0, 0.1] corresponding to 100 times steps. We test the TRM
at relaxation parameters y = 0 that is equivalent to the NSE, against our model using the stop
criterion € = 1.0 x 10710 for the TRO fixed-point iteration defined in Section 4.

Note that the Reynolds number Re = 500,000 of the Taylor—Green flow considered in this section
is approximately 500 times greater than the Reynolds numbers of the flows used to compute the
energy spectra in Section 3.7 while the finite-element simulations represent a much coarser spatial
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discretization. On the other hand, the initial condition (4.35) begins with no small-scale eddies
and the interval of time over which our computation will be run is short enough that the energy
cascade transports very little energy into the dissipation range. Therefore, we expect energy levels
to remain essentially constant over the entire run. Moreover, even though the Reynolds number is
high, since small scales do not play an important role in the early evolution of the Taylor—Green
vortex, it should intuitively be possible to obtain reasonable approximations using a coarse mesh.

Figure 5 plots the normalized kinetic energy and enstrophy. We observe that the enstrophy
increases as expected, and the normalized kinetic energy stays constant at near unity for the NSE
and experiences a slightly greater dissipation for the chosen values of § and x in the TRM. For all
choices of parameters, every solution trajectory has gained about a 0.7 percent increase in enstrophy
by time ¢ = 0.1 while experiencing less than 0.1 percent decrease in energy.

Figure 5: Energy and enstrophy versus time for Reynolds number Re = 500,000 computed
using 6,000 tetrahedral elements for varying values of y and & such that yd% = 0.001.
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To better understand how the mesh interacts with the filtering properties of the TRM we further
performed a resolution study ranging from 6,000 finite (tetrahedral) elements to using 68,388 finite
(tetrahedral) elements for the same Taylor-Green initial conditions. The resulting evolutions in
energy and enstrophy are provided in Figures 6a and 6b respectively. For comparison the same
computation performed using the spectral method described in Section 3.7 has been included. It is
interesting that on every mesh considered the TRM with parameters x = 0.1 and § = 0.05 performs
similarly to the NSE computed on the same mesh.

Although the computed energy levels in Figure 6a visually agree for all the finite element meshes
considered and are consistent with the spectral code, the evolution of the enstrophy in Figure 6b
experiences a noticeable dependence on the resolution. While it is difficult to match the accuracy
of a spectral calculation using a finite-element code, it should be observed from the scales in the
graphs that the effects we are observing involve less than a percent difference in the actual physical
values. In particular, the goal of a turbulence model as well most finite element calculations is
not to reproduce an exact solution as much as to find an approximate solution that yields correct
qualitative behavior. For example, even a 10 percent error may be acceptable in certain engineering
problems and other applications.

We looked into the following statistics to evaluate the computational efficiency of the TRM. Let
itnlavg denote the average number of iterations needed to solve the TRO at each time step and
let itnlmax denote the maximum number of iterations needed to solve the TRO for the worst time
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Figure 6: Energy and enstrophy versus time for Reynolds number Re = 500,000 for selected
values of x and § at varying spatial resolutions.
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step. Statistics for runs using 34,992 finite elements taken over 100 time steps of size At = 0.001
are given in Table 2. We remark that the statistics in the Table 2 appear to indicate that the TRM
has no advantage in terms of computational savings for any of the resolutions or model parameters
chosen. This may be because small scale motion does not play a significant role in the early time
evolution of the Taylor—-Green vortex; however, further investigation would be needed to confirm
this. Note that in no cases did the Oseen iterations for solving the NSE and TRM fail to converge.

Table 2: Data indicating the number of Oseen iterations used for nonlinear term taken over
the first 100 time-steps with size At = 0.001 of the evolution of the Taylor—Green vortex.
Here itnlave indicates the average number of Oseen iterations needed per time step and
itnlmax indicates the maximum number needed for the worst time step.

elements | x 0 | itnlavg | itnlmax
34992 | 0.00 | 0.10 7.38 18
34992 | 0.01 | 0.01 7.03 23
34992 | 0.10 | 0.05 7.49 19
34992 | 1.00 | 0.05 7.04 19
34992 | 1.00 | 0.10 6.96 18

4.3.2 TRM Parameter Sensitivity and Energy Dissipation

The TRM energy and enstrophy calculations in Section 4.3.1 show that the time evolution of both
quantities depend on the model parameter values of x and §. The rate of energy dissipation € given
by (3.7) for the TRM and the rate of enstrophy dissipation 1 given by (3.12) in the two-dimensional
case indicate that choosing the parameters y and 6 in such a way that yd? — 0 is important since
in that limit the enhancement to the dissipation in the TRM vanishes and ¢ and n approach the
corresponding dissipation rates for the NSE.

Here we provide a numerical study of the energy dissipation in relation to the sensitivity of the
model with respect to the variation of x when using the TRM to compute the initial evolution of
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the Taylor—-Green vortex. Parameter sensitivity analysis of the TRM with respect to x using the
continuous sensitivity equation method, CSEM, can be found in [25]. In particular, the sensitivity
equations are obtained by differentiating the TRM equations (1.1) and (1.2) with respect to x.
Thus, given (u,p), we compute (s, r) subject to periodic boundary conditions such that

sttu-Vs+s-Vu+Vr—vAs+(u—u)+x(s—w)=0 in Qx][0,7],
V-s=0 in Qx0,T] (4.36)
where s = 0u/dx, r = dp/Idx and w = 9u/Jx. Here w satisfies the filtering equation
~PAw+w = s in Q (4.37)

again subject to periodic boundary conditions. Since the initial condition (4.35) does not depend
on x, we take the initial condition of s at time t = 0 to be sg = 0.

In this numerical experiment, the sensitivity equations (4.36) and (4.37) are treated using the
method of Crank—Nicolson for time discretization and finite element for discretization in space
obtaining a numerical scheme as developed in [25]. As we see in (4.36), u appears in the sensitivity
equation. Hence, in order to obtain the solution for (4.36) we need to couple (1.1) with (4.36). All
the computations are carried out with a uniform time-step At = 0.01 using the Taylor—-Hood finite
elements on the time interval [0, 0.1]. The selected spatial mesh size consists of 10 subintervals in
the x, y and z directions for a total of 6,000 elements.

Table 3: TRM energy dissipation and x/|s||¢2(0,1;22(q)) for 6 = 0.1

X | x0% | K(O)—K(@) | xllslleo;1200)
0.01 | 107 | 1.81368 x 10~* | 1.69108 x 1073
0.1 | 1073 | 1.81286 x 1072 | 1.68995 x 102

1 | 1072 | 1.81139 x 1072 | 1.67876 x 10!
10 | 107! | 1.79530 x 107! 1.57201

Table 4: TRM energy dissipation and x/|s|[s2(0,1;22(0)) for § = 0.01

X | x0% | K©O)—K(@®) | xllslleo1:120)
0.01 | 1076 | 1.94815 x 1076 | 1.74014 x 10~3
0.1 | 107° | 1.88145 x 107° | 1.73935 x 1072

1 107 | 1.88318 x 10~* | 1.73152 x 10!
10 | 1073 | 1.97178 x 1073 1.65695

We consider using sensitivity as an accuracy measure of the approximated velocity solution for
different values of parameter x via computing x||s||,2(,1;z2())- The idea is simply based on the

following difference quotient for the sensitivity,

S

o Oou . Utrm — Unse

T ox X
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where the solution urgy to the TRM depends on x while uygg indicates the true solution of Navier—
Stokes equations obtained when y = 0. Tables 3 and 4 show the TRM energy dissipation and
X|Is]| e (0,1;22(2)) for Reynolds number Re = 10,000 with different values of the relaxation parameter
x = 0.01, 0.1, 1, and 10 as well as different values of the filter length scale 6 = 0.1 and 0.01. For
both tested ¢ values, one observes the following;:

o Sensitivity quantities, x|[s[|¢2(0,1;2()), corresponding to the accuracy of approximated veloc-
ity increase as x values increase from 0.01 to 10.

o An increase in TRM dissipation values, K(0) — K (¢), is observed as x values increase.
o Smaller sensitivity values correspond to smaller values of energy dissipation.
« TRM energy dissipation values are of order yd2.

For an energy dissipation of order 10~ or less, Table 3 suggests x = 0.01 while Table 4 provides a
larger range of x values from 0.01 to 1. As a result for a desired order of energy dissipation for a
fixed filter length, 6, one can adjust the x values in such a way that yd2 is of the same order.

5 Conclusions

In this paper analysis of the energy balance for the time relaxation model, TRM, shows that the
average rate of dissipation of energy is enhanced with an additional term multiplied by yd2. A
scaling argument based on the energy cascade leads to a modified Kolmogorov-like 5/3-law for
the energy spectrum which is then verified numerically using a spectral-Galerkin computation of a
forced time-dependent flow which has reached a state with stationary statistics. It is found that
larger values of x4 result in more compact energy spectra with a |k‘\_5/ 3 inertial range that becomes
successively more and more abbreviated. At the same time, the energy which accumulates in the
forced modes of the simulation is roughly the same for all choices of parameters as is the average
rate of energy dissipation. This suggests that the rate at which energy transfers from the forcing
range to the inertial range and then to the dissipation range is essentially the same for all values
of x and § that were considered.

We have further analyzed the convergence of the Oseen type of problem needed for finite-
element computations of the time relaxation model. The energy and enstrophy for the TRM are
then computed as two essential quantities characterizing change in the structure of the decaying
Taylor—Green vortex as well as to test if a simulation of a fluid flow is properly performed. We find
a range of values for x and § for which the evolution of energy is similar to the NSE as well as values
for which the resulting computation shows too much dissipation. In some cases enstrophy increases
over time at a rate similar to the evolution of enstrophy in a direct simulations of the NSE; for
other choices of parameters the enhanced dissipation results in notably different dynamics.

Our paper ends with a numerical study of the sensitivity equations, again in the context of
the Taylor—Green vortex, which measures the accuracy in the approximations obtained from the
TRM by computing x||s|| and time ¢ = 1 for various values of x and 0. Given 0 fixed, a range of
parameters for Y based on the order of Y02 are obtained such that the resulting TRM enhancement
to the rate of energy dissipation falls within a prescribed limit.

We remark that the filter in the time relaxation model is given by a linear operator with spectral
character x62|k|?/(1 + §2|k|?) which serves to increase the effective viscosity at the large scales
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while functioning as a damping term at the small scales. In particular, the TRM does not involve
higher order differential operators such as hyperviscosity and provides no additional regularization
properties that can be used, for example, to show the model is well posed for three-dimensional
flows. From a turbulence modeling point of view, since dissipating the small scales is the major
role of viscosity, then it is arguably important to have the correct physical viscosity at those scales.

We end with the observation that, even though viscosity plays a lesser role in the dynamics of
the large scales, the TRM filter has effects other than those which have been studied. For example,
in our scaling analysis of the energy spectrum, certain secondary effects have been represented by
the function ¢(kd, e 1/3k=2/3x). In the future it would be interesting to characterize the functional
form of ¢ that represents the shortening of the inertial range.

Another direction for future work is to use a higher order filter for u such as the d-th order
deconvolution operator or an exponential filter. In particular, it would be interesting to consider
the cases when the operator Lj appearing in (3.1) is given by

(d +1)62|k|?
1+ (d+ 1)0%]k[2

d+1
-1
v|k|? + or respectivel v|k|® + yex <7)
4 ) pectively  vIbf2 + xexp (57710

Note when d > 1 these higher order filters satisfy L, ~ v|k|? both for |k| very small as well as for |k|
very large. Thus, only the dissipation in the inertial range would be altered by the corresponding
time relaxation model. Exploration of the practical benefits of these higher-order time relaxation
models versus the computational complexity provides a possible direction for future research.
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A The Body Force in the Spectral Simulation

This appendix describes the time-independent body forcing with [|f||z2(q) = 0.005 used to drive
the computations of the energy spectra given in Section 3.7. It is convenient to assume V - f =0
or equivalently k - f;, = 0. Since f is real valued we also have f_;, = f;" where the asterisk represents
complex conjugation. This symmetry allows us to describe the forcing used in our simulations my
means of a table which lists only half the modes. Specifically, we take

f= Z fkeikm where fk = (ak,bk,ck) X 10_5
0<|k|<2

for the values of a, by and ¢, appearing in Table 5.

Table 5: The Fourier modes f, = (ag, by, ¢x) x 10~° of the time-independent force f listed with
5-decimal accuracy omitting terms that can be reproduced using the conjugate symmetry.

ki ko ks Re(ag) Im(ay) Re(bg) Im(by) Re(cx) Im(cy)
0 0 1 1.12230  0.13947 —2.92723 —3.38731  0.00000  0.00000
0 1 0 -—-1.76374 —3.36666 0.00000 0.00000 —1.00894 —4.52271
0 1 1 —447115 -3.02319  2.15459 —1.07705 —2.15459  1.07705
0 -1 1 —3.32541 4.16483 —1.59720 —0.91270 —-1.59720 —0.91270
1 0 0 0.00000 0.00000 —3.69666 —4.18476 2.75958 —1.04551
1 0 1 2.83284 —3.48908 3.92105 —2.62899 —2.83284 3.48908
1 1 0 0.31615 —0.69013 —0.31615 0.69013 —2.64386 —0.88762
1 1 1 —0.86208 3.18846 —1.13521 1.53390 1.99729 —4.72236
1 -1 0 2.54484 —3.27935 2.54484 —3.27935 —3.57843 0.57386
1 -1 1 -0.05197 1.63571  0.71261  3.05483  0.76458  1.41912
-1 0 1 —1.58913 —4.25929 —2.99491 3.42326 —1.58913 —4.25929
-1 1 1 —2.75434 —-3.42736 —2.64519 —1.59553 —0.10914 —1.83183
-1 -1 1 —1.59139 —-3.98616 3.64090 4.96309 2.04950 0.97693
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