
Matrices represent linear functions.  What can you do with functions?

.  Add and subtract them.

. Compose them

. Find their inverses.

. Factor them, that is write f(x)=g(h(x)) the composition of two other functions.

Note: not any function can be represented by a matrix.  But only linear functions.
And any function which can be represented by a matrix is a linear function.



try to think about matrices, not as tables of numbers
but as linear functions.  Then all the operations we do
start to make sense.

Note adding matrices is pretty much the same as adding weird shaped vectors...

Multiplication...is composition of the function...

Note that...if you add two linear functions, you get another
linear function...and if you compose two of them, you get
another linear function...



Idea behind the whole course:  Given a matrix can it be factored
as a product of simpler matrices?  Yes, but how?

. Gaussian Elimination finds the factorization A=LU

. Gram-Schmidt algorithm finds the factorization A=QR

. Eigenvalue decomposition A= S D S

. Singular value decomposition A = U 

main idea...the matrices that the original A is factored
into are simpler in some way or the other...

Note that the rows of matrix A are dotted into
the columns of matrix B to get the product AB

The augmented matrix does not correspond to a linear function!

It's just a table of numbers...



The advantage of augmented matrix is that all the numbers for
the linear algebra problem are included...

and when performing the Gaussian Elimination algorithm, it can
be worked with as if it were a matrix...


