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gut's pat eigenvectors into the matrix s

s fatale f
Now

I X H
AS AF.TToaf fArAxafAx

finalmeal's's false 3 I 3

Thus If
AS SD

Ig s is invertible we can write this as
A

III nationat A



Other matrix factorizations

A LU Gaussian eliminationusing
a q

row operations
bothmatrices are triangular so the madeit easy to solve Ax b How

Ly b
vacay

by substitution

A QR Gram Schmidt orthogonalization
column operations

µ uppertriangular
matrixhadorthonormalcolumns so QTQ I

Solna Ax Eb How Q Rx b MuttbyQT

Roc QT by substitution

notspecial
Motheradvantage thesolutionof Beaty
was the minimizerof Kase bl whenArab

just another is overdetermined anddoesn't have asolution

matrig
A SD S I obtained by solving the eigenvalue

eigenvectorproblem Asc doctor
A and K

Makoni we're theeigenvectors arethematrix
bothupper columns of S and the eigenvaluesand lower
triangular the diagonal ofD
verysimple

ThoughS
is just a bunchofnumbers
theway it appears in the
factorization isspecial



A2 SDS
1 SDS SDSTSDS

A 512g t o becauseof thewaysappearsin the factorization thesquare
appearsonlyon thesimple

Nott also matrix D

A SD's 1

A SD's D 18 1,7 1
A SD's

What is D

I b a 1
É In fact almost any

faution that can be

applied to the numbers
7 172,73 i i can now

be applied to amatrix

5 1 1 3,1 saints s

E s g s
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I 2 2

Check that it works

A A s I 8,141818 I f s

S D S A

Possiblepooblems what if the diagonalentries
are negative

General problem what is S is notgurgle
in this case the
factorizationdidn't
even existS mustbesquare

so

a matrix AER musthave
n eigenvectors

Those eigenvectors must
be linearlyindependent



Recall the matrix

from last time hadonly one linearly independent
eigenvector x Y with eigenvalue x 4

Thus A can not be factored as A SDS where

D is a diagonal matrix If you could write
A

as spst that would implig the columns of S
were eigenvectors of A and the diagonal entries

of D the correspondingeigenvalues whichcouldn't
be the cave because there is only one linearly

i
different eigenvalues A n Az Then sen and she

must be linearly independent

Thus if you have enough eigenvectors you
already know 5 is invertible


